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Performance of flash storage 
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Challenge 3: load balancing 
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ÁGarbage collection with greed policy (select block with minimum # of valid data) 

Á~14% over-provisioning factor 
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Evaluation methodology 

ÁStorage system configuration 

ÁFTL tasks: host request handling & garbage collection 

ÅGenerate a stream of asynchronous flash memory requests 

ÅInter-arrival time for requests to model processing overhead for tasks 

ÁFTL with 4KB mapping granularity 

ÁGarbage collection with greed policy (select block with minimum # of valid data) 

Á~14% over-provisioning factor 

 

ÁWorkload configuration 

Á Issue rate: 5K IOPS 

ÅSuch that both host request handling & garbage collection run concurrently 

ÅWhile not causing requests to queue up unboundedly 

ÁDuration: 1 hour simulation time (up to 18M IOs) 
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Experiment 1: Establishing baseline 

QoS- unaware  : schedule in order of arrival  
Throttling   : limit bandwidth use  
QoS- aware (FSS)  : 50:50 share  
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